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1. Problem 8.1

(a) The model is fit by R function clogit.

Hence β̂ = 1.216 and exp(β̂) = 3.375 = 54/16. β describes the conditional associa-

tion between the 2004 vote and 2008 vote for each fixed individual. The exponential

of its MLE is equal to the ratio of the off-diagonal counts in the table. exp(β) may

also be called the true odds ratio for each individual.

Since R reports a p-value 1.9×10−5 for β̂, there is strong evidence that β is actually

bigger than 0. Voter preference for Democrats has increased.

(b) αi represents a fixed subject-specific effect for each individual. A larger αi means

the individual has a stronger tendency to vote for Democrats in both 2004 and

2008.

(c) The MLE of β for population averaged effect model is simply the log odds ratio.

β̂2 = log
229× 242

191× 204
= 0.352
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The MLE of β for subject-specific model is given above, β̂1 = 1.216.

They are not same and β̂2 < β̂1. This is expected. As is illustrated in Figure 13.1 of

the textbook, when two individuals have very different αi, their probability curves

P (Yi = 1) v.s. xi (in this problem, xi ∈ [0, 1]) are spaced far apart. The marginal

model tries to fit a curve that is averaged over all the individuals’ curves and thus

it has a shallower slope. By the approximation formula of Zeger et al. (1988),

β̂1 ≈ β̂2(1 + 0.346σ2)−1/2 (1)

where σ2 is the variance of αi if a random effect model is assumed. In our problem,

σ2 is big because most people didn’t change their side, which implies many people

have a very large αi while many others have a very small αi. Therefore, by (1), β̂1

should be much larger.

(d) The McNemar’s test is done in R with no continuity correction.

The p-value is similar to that of conditional logistic regression. This is expected.

McNemar test is actually the score test. Asymptotically, it is equivalent to Wald

test and likelihood ratio test. Therefore, the p-value of the conditional logistic

regression, which is usually computed by Wald test, is often very close to the p-

value of McNemar test, especially when the sample size is large.

(e) No. Neither of them would change. This is because both McNemar’s test and the

conditional likelihood only depend on the off-diagonal counts. For McNemar’s test,

recall that the p-value is evaluated under the null distribution and the diagonal

counts only influence the inferences under the alternative, e.g., how much hetero-

geneity there exists. For conditional logistic regression, observe that the MLE of

β given the whole table is the same as the MLE given only the off-diagonal cells.

This is because, for any β ∈ R, the likelihood of the diagonal cells can always take

any value in R by choosing the appropriate values of αi.
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2. Problem 8.2

(a) The ‘response’ column in the data provided is treated as Y . Logistic regression is

fitted in R. The fitted model is

logit(P (Yt = 1)) = −0.125 + 0.149I(t = 1) + 0.0520I(t = 2) + 0.00358X (2)
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(b) I fit the GEE logistic regression in R by using ‘gee’ library. The code and out-

put are attached. In the R output, ‘naive SE’ means the model-based standard

error. ‘robust SE’ means the empirical (sandwich) standard error. The results are

summarized in the following tables.

Exchangeable correlation structure:

Unstructured correlation:

In either assumption of correlation structure, we have observed a very high esti-

mated correlation between the three questions (around 0.8). This high correlation

is indeed expected from Table 11.13. Due to the high correlation, the estimates and

standard errors differ significantly from part (a) where we treat the three answers

of the same individual as independent. Notice that by taking into consideration the

correlation between 3 questions, the evidence for β1 become much stronger, which

implies that the attitudes toward different questions do differ.
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R code:

Exchangeable:
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Unstructured:
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